d
==4/11)
8 research & analufics

Credit scoring

Credit scoring is based on consumer specific information which aids lenders and

other organizations to make qualitative decisions.
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Credit report
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Credit decision making Credit Fraud

Loss forecasting Portfolio Management

Source: Aaum research

The benefits of credit scoring helps the credit institutes to make qualified decisions
on the customer’s present/future credit requirements. This is illustrated with

TransUnion’s Credit Score report below

Your credit score is 700
This consumer has a

credit score of 700. 300 400 500 600 700 800 900
Lowest [ | | | 1 I ] Highest

Your credit ranks higher than 35.93% of the Canadian population
This consumer has a

better score than 36
per cent of the 0% 20% 40% 60% 80% 100%
population. Lowest [ I I I I ] Highest

Your creditworthiness is Fair

Lenders see this
consumer as a fair
credit risk.

Very Poor Poor Fair Good Very Good

Source: Understanding your credit report and credit score, Financial Consumer Agency of Canada
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The score eventually qualifies the customer into high risk, average and low risk.

There are many statistical techniques available to model the scoring.

An analysis by Aaum’s researchers revealed that model formulation depends on data

availability, data characteristics and the organization's comfort. The below diagram

illustrates the advantages and disadvantages of various scoring methodologies.

Suitability of a model depends on data availability, data characteristics

and the organization's comfort

LDA

Logistic

Simple, very easily estimated.

Often used by banks for credit-scoring purposes.

LO4A requires normally distributed data but the
credit data are often non-normal (and categorized),

Most succesful predictive model.

Works well with categorized data

Very sensitive to missing values.

Like LD&, a Parametric model

CART

Mon parametric model and employs binary trees for
classification

Wery intuitive, easy to explain to management, and
itis able to deal with missing observations.

Computational burden in case of large datasets (at
each node every characteristic has to be examined)

Optimizes only locally an a single variable at a time

Ciften the tress are not stabls

K-nn

Neural

Mo parametric model and out performs other non
parametric approaches,

Lack of formal framework for chosing k

Can make only discrete predictions

MNon linear optimization-and can can achieve a high
prediction accuracy rate

Suitable for classification

Lack of explanation capability

The key insights coming out from the Aaum research are
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= Much simpler and convenient.

evaluation.

The facts are very surprising!
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Logistic regression and LDA are most widely used scoring methodologies.

CART or neural networks are used mainly as support tools, either in the

process of selecting variables or in the process of the model-quality

k-NN method is not used at all or is used very rarely.
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»  The alternative (nonparametric) methods have excellent potential in
pattern recognition and they are very competitive with logit
regression.

m It seems that this potential is unrecognized by the current financial
institutes!

m  Logit method is the most favored method in practice, mainly due to (almost)
no assumptions imposed on variables, with the exception of missing values
and multicollinearity among variables.

= Contrary to this, non-parametric methods can deal with missing values and
multicollinearity (or correlations) among variables, but often are
computationally demanding.

m  Rules that are constructed on the basis of some of these methods can

be hard to explain to a manager as well as to a client.

Please write to info@aaumanalytics.com if you are looking for expertise in credit

scoring.
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